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Decoupled TCP Extension for VLC
Hybrid Network

Yanbing Liu, ® Xiaowei Qin,

Abstract—In recent years, visible light communication
(VLC), considered as a compelling technology to solve the
spectrum problem of traditional radio frequency (RF) com-
munication, has attracted attention in scientific and indus-
trial communities. However, for a variety of reasons, the
design of the VLC uplink scheme has become a significantly
challenging problem. In this paper, in order to address the
preceding problem, we propose a novel decoupled TCP ex-
tension protocol for a VLC hybrid network. Different from
regular TCP protocol, decoupling operation to TCP trans-
mission in our new protocol can break through TCP’s limi-
tation to a unidirectional link and allow users to fully utilize
network resources in a VLC hybrid network consisting of a
VLC downlink and a complementary uplink. Furthermore,
today most hosts are equipped with several interfaces, so
we combine decoupled TCP (DETCP) with multipath TCP
(MPTCP) and extend DETCP to a multipath communication
situation. Using several links simultaneously ensures more
efficient and reliable data transmission in a VLC network.
Based on our implementation of the Linux kernel, our exper-
imental results show that our protocol can effectively ac-
complish the decouple work and achieve high throughput.
In addition, several factors that influence the performance
are analyzed based on our measurement results.

Index Terms—Decoupled TCP; Multipath decoupled TCP;
Transmission control protocol; Visible light communication.

I. INTRODUCTION

V isible light communication (VLC) [1] using LED devi-
ces is an effective technology to alleviate spectrum
crunch problems [2]. The susceptibility of LED enables
VLC to transmit information with amplitude modulation
of LED sources, typically called intensity modulation/direct
detection (IM/DD) [3]. Several advantages are offered by
VLC over traditional RF, including wide unlicensed spec-
trum, high spatial reuse, and high energy efficiency.
Because of these advantages, VLC is considered a promis-
ing access option for fifth-generation wireless systems (5G)
[4], and interplay between VLC and other access technol-
ogy has become a research hotspot [5-7]. At present, sev-
eral modulation schemes have been employed in IM/DD
VLC systems, including on-off keying [8], carrier-less
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amplitude and phase modulation (CAP) [9,10], and
orthogonal frequency division multiplexing (OFDM)
[11-14]; further, it has been demonstrated that a 3 Gb/s
VLC system based on a single LED can be achieved in
the OFDM modulation mode [15].

However, a challenging design task for a VLC system is
to provide an efficient uplink. In general, energy-limited
properties determine if mobile devices are unsuitable to
be equipped with energy-intensive light sources. Con-
sequently, it would be impractical to provide an VLC uplink
for portable devices. Moreover, a VLC uplink exacts a
highly directional optical beam to achieve an efficient
and reliable transmission. This could result in dramatic de-
cline of transmission rates due to a device’s movement and
rotation. Considering these problems, VLC is not an ideal
choice for an uplink channel.

Over the past years, various researchers have proposed
solutions such as RF [16], infrared (IR) [17,18], and reflec-
tive transceivers [19] to address VLC uplink problems at the
physical layer. A problem common to all these solutions is
that, because of the asymmetric model adopted by these ap-
proaches, some issues of upper-layer protocol compatibility
exist. Considering the limitation of the above solutions, re-
searchers implemented a hybrid system comprised of a VL.C
downlink and an Wi-Fi uplink [5], which enables the typical
transmission control protocol (TCP) connection, but there
exist some defects in the system. Extra devices and complex
routing configuration required in their work may also dis-
courage users from using this VLC/Wi-Fi hybrid system.
More significantly, special socket programming is required
to support the system. This design breaks compatibility with
applications and might hamper a system’s widespread us-
age. In conclusion, a systemic and compatible VLC uplink
scheme has not been found.

A transport-layer solution is a novel idea to solve the pre-
ceding problem in VLC system design. Because it is insuffi-
cient for standard TCP protocol to support data transmission
in a VLC hybrid system, we propose decoupled TCP
(DETCP), an extension protocol to regular TCP, which
achieves decoupling of the TCP’s bidirectional transmission.
This characteristic means one TCP flow can utilize two links
at the same time, i.e., a link serves as the downlink, and a
complementary link will play the role of uplink accordingly.
With the help of DETCP, users can combine VLC with an-
other physical link arbitrarily to form a complete hybrid bidi-
rectional transmission system regardless of their asymmetry
or unidirectionality, and there is no need for any intermedi-
ate coordinator devices and no extra requirement on routing
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configuration and socket programming. Furthermore, be-
sides the application in a VLC hybrid communication net-
work, a great deal of flexibility and a wide range of
applicability brought by DETCP are beneficial to fully exploit
existing network resources.

Today, most smart terminals are equipped with multiple
interfaces. To address the multihoming problem, the
Internet Engineering Task Force (IETF) proposed multi-
path TCP (MPTCP) [20], which allows a single connection
to transmit packets on multiple paths simultaneously.
With MPTCP, mutual complementarities of advantages
of Wi-Fi and 4G are promoted on mobile phones [21]; in
data centers, multiple link bandwidth between two end-
points can be aggregated efficiently [22]. To help the
VLC link participate in cooperative transmission in wire-
less networks and data center networks, we further extend
DETCP to multipath cases by combination of DETCP and
MPTCP; we call this new protocol MP-DETCP. Under the
control and coordination of MP-DETCP, the hybrid bidirec-
tional VLC system can collaborate effectively with other
links, which are used by a TCP connection concurrently.

The main contributions of this work are as follows:

e The design and implementation of DETCP decoupling
TCP’s bidirectional transmission, which allows VLC to
freely combine with a complementary uplink.

e The extension of DETCP to enable a unidirectional link
in a multipath communication scenario and bring VLC
and other links into effective teamwork in a single
TCP connection.

e Actual experimentation and analysis on our testbed to
evaluate the hybrid VLC network performance with
DETCP and MP-DETCP.

In this paper, we describe DETCP and MP-DETCP pro-
tocol in detail and test their performance on a real VLC hy-
brid network. The rest of the paper is structured as follows.
In Section II, we discuss the design ideas of DETCP to
achieve management and coordination of the entire system.
Section I1I focuses on operation details of DETCP external-
izing these ideas. Section IV introduces MP-DETCP’s im-
plementation mechanisms for enabling decoupling in
multipath conditions. In Section V, we measure and analyze
the performance of DETCP and MP-DETCP implementa-
tion on a VLC hybrid network. Finally, Section VI concludes
the paper and points out future research work.

II. DEsigN IpEAs oF DEeTcp

TCP is one of the most widely used transport layer pro-
tocols that provide reliable transmission service. However,
with the development of technologies, some problems re-
lated to the combination of TCP and physical links are ex-
posed. The benefit obtained from TCP is limited in
situations in which physical links enable efficient and re-
liable bidirectional transmission. In the case that a VLC
system can only provide a downlink leading to a unidirec-
tional network interface, the transmission capability can-
not be fully utilized by TCP independently.
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A DETCP protocol is designed to solve this problem and
realize data transmission on a hybrid system consisting of
two independent links. No matter if the hybrid system con-
sists of unidirectional links or bidirectional links or a com-
bination of them, DETCP maintains compatibility with the
transfer system. To be more specific, the design goals of
DETCP are

1) to decouple the TCP’s bidirectional transmission to two
unidirectional transmissions running on two indepen-
dent physical links according to the user’s settings;

2) make the protocol usable with no change to existing
applications that use the common TCP API.

To achieve these goals, the several differences between
DETCP and regular TCP on several aspects must be taken
into consideration. The following sections describe the
main principles of DETCP.

A. Link Architecture

An Internet socket is used by regular TCP to identify the
end-points pair on each host, and a pair of sockets specify a
TCP connection uniquely. In this way, a connection is bound
to a specific physical link denoted by a socket. However, for
unidirectional links such as VLC, an existing TCP link
structure cannot enable data transfer in each direction be-
tween hosts because a unidirectional link cannot form a
transmission circuit.

To solve this problem, DETCP adopts a distinctive link
architecture, as shown in Fig. 1. In a new system, two op-
posite physical links are in charge of a TCP connection and
undertake its transfer collectively instead of the original
bidirectional link. Consequently, at the connection level,
data transfer is still bidirectional, but what we can observe

sip 4 OsIP csip

Link
Original Link
Complementary Link

DIP v

@ ODIP @ CDIP

Fig. 1. DETCP link architecture consisting of original link and
complementary link. Left half is the link architecture of regular
TCP. SIP, source IP address; OSIP, original source IP address;
CSIP, complementary source IP address; DIP, destination IP ad-
dress; ODIP, original destination IP address; CDIP, complemen-
tary destination IP address.
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at the link layer are two separate one-way transmissions in
the opposite direction, as described in the first goal.

B. Connection Identity

In standard TCP protocol, each connection is identified
by a four-tuple, including source address, source port, des-
tination address, and destination port, as defined in [23].
The premise behind this control mechanism is that the
TCP connection is created on a single link. Now that
DETCP needs cooperation of two links, a six-tuple (original
source address, complementary source address, source
port, original destination address, complementary destina-
tion address, destination port) is necessary to specify the
DETCP connection. Packet transmission of a DETCP con-
nection will be directed by the six-tuple.

To satisfy the second goal, the socket structure remains
unchanged, so we look for other solutions to pass the com-
plementary address into the protocol stack. A kernel con-
figuration file is an obvious and effective way to realize
the above function. In the design of DETCP, users can set
the complementary address with the configuration file, so
that the complete six-tuple is created with the original stan-
dard socket pair and complementary addresses. In this way,
DETCP guarantees compatibility with the application layer.

C. Connection Initiation and Close

The process of initiating and closing the DETCP connec-
tion is quite similar to that of the normal TCP. As a mature
and effective method, the handshake mechanism [24] is re-
tained, but there are two main changes between DETCP
and TCP in the initiating and closing stage:

1) Because the local complementary address is unknown to
the remote host before connection establishment, and
the complete address information is necessary for each
host to execute decoupled transmission, we add a TCP
option to inform the remote host about complementary
addresses in the connection initiation process.

2) The trait of decoupling shows up in both the connec-
tion initiation stage and connection close stage. It
particularly reflects on transmission link handover
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according to the link’s transmission direction set before.
For example, Fig. 2 shows the three-way handshake
process directed by the six-tuple.

D. Data Transfer

In order to ensure decoupling in the data transfer process,
when the next packet [data or acknowledgement (ACK)] is
ready to be sent, the current link’s direction must be checked.
If its direction is from remote host to local host, the sending
work will be accomplished on its complementary link.

In the process of data reception, there is yet another
significant problem to be addressed. If the kernel uses an
address parsed from the IP header directly to demultiplex
arriving packets, the packets may be bound to the wrong
DETCP connection. For example, the server sends the data
packet to the client with a downlink, and the client will echo
back the ACK with an uplink. In this situation, addresses
parsed from the ACK packet are the uplink’s address pair
but, for the server, the connection is bound to the downlink’s
addresses, and this mismatching leads to misoperation of
the incoming packet. We add a new TCP option to handle
this problem (further details are in Section III).

III. OpreraTIONS OF DETCP

Figure 3 shows the state diagram of DETCP. The left half
is the server’s overall process, and part of the client is
shown in the right half of the figure. We annotate the
DETCP’s major changes on the figure. In the stage of con-
nection initiation, apart from conventional decoupling to
transmission, several settings and options help the connec-
tion to establish correctly. After laying the groundwork,
packets will be transferred on the appropriate link accord-
ing to their direction. The following section describes
specific operations of the DETCP.

To start with, the necessary preparation work to be per-
formed is the interface direction setup. Our protocol allows
users to assign a specific interface a direction (“Out,” “In,”
“Two-Way”) through configuration files. When the interface
bound to a socket is set as a unidirectional interface, the user
needs to prescribe another interface as a complementary

Original Source Complementary Original Destination Complementary
Addlress Source ;Address Address Destination Address
T T
SYN SENT | : Original Link I I
_ | |
(connect()) i\: | LISTEN :
| | i

| | Complementary Link : (listen()) : SYN_RECV
| | —_— |
| | | |
: | ' '
| |
| | P : | |

Original Link

ESTABLISHED ! ! | I
S S r\\| | |
I Y |
| |
|
|

| ESTABLISHED
|

Fig. 2. Three-way handshake directed by six-tuple in connection initiation phase.
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Fig. 3. State diagram of DETCP. Left half uses the complementary link to send packets; right half uses the original link to send packets.

interface, as mentioned in Section II. All four interfaces
uniquely determine a complete connection.

The three-way handshake remains in the connection ini-
tiation phase, with alterations to achieve the exchange of
information about the complementary link’s IP address, as
mentioned in Section II. A TCP option CPT_ADDR is
designed to accomplish the exchange work. The specific
content of every packet is as follows:

1) SYN (client to server): client’s complementary IP
address.

2) SYN/ACK (server to client): server’s complementary IP
address.

The principle of decouple runs throughout the whole
transmission process, including connection initiation, data
transfer, and connection close. Here is an example given to
illustrate the decouple rule in these stages.

Suppose the original link is set to uplink (client to
server), and the complementary link serves as a downlink
(server to client) accordingly. Transmission link behaviors
in stages of connection initiation, data transfer, and
connection close are described as follows:

1) Connection Initiation (Shown in Fig. 4)
a) SYN (client to server): the original link.
b) SYN/ACK (server to client): the complemen-
tary link.
¢) ACK (client to server): the original link.

Sy, flglna/ Llnk

N
2 CPT\ADDR\’
ink
ementary L\%R/

Completepr AD

«—SYN/AC
\Origina/ Link
ACk \

Fig. 4. DETCP connection establishment with three-way
handshake.
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Fig. 5. DETCP connection close with four-way handshake.
2) Data Transfer

a) Packets from client to server: the original link.

b) Packets from server to client: the complemen-

tary link.

3) Connection Close (Shown in Fig. 5)

a) FIN (client to server): the original link.

b) ACK (server to client): the complementary link.

¢) FIN (server to client): the complementary link.

d) ACK (client to server): the original link.

In the last part of Section I, we discuss the problem of han-
dling of incoming packets and bring forward a TCP option-
based solution. The new TCP option, including the original
unchanged address, will be parsed in the process of finding
an appropriate connection for an incoming packet, and ad-
dresses being parsed replace addresses in the IP header to
ensure packets received are bound to the correct link.

IV. MurtipaTH ExTENSION oF DETCP

As technologies evolve, networks are on a trend toward
multipath. However, traditional TCP, in essence, is de-
signed to be a single-path protocol and incapable of making
use of multiple links concurrently. On mobile devices, when
handover from Wi-Fi to 4G occurs, existing TCP connec-
tions must be torn down before new connections are estab-
lished; although there are redundant physical links
between two hosts in modern data centers, regular TCP
protocol can only choose one link randomly and wastes a
great deal of resources in the network.

To enhance throughput and provide better TCP fairness,
multipath TCP is proposed, and when standardized by
IETF achieves significant performance improvement in mul-
tipath networks. According to a set of operations defined in
RFC6824 [20], MPTCP builds correspondences between a
single TCP connection and multiple links and supports
simultaneous transmission of these links, which means it
can provide higher aggregate bandwidth of multiple links.
Meanwhile, the fairness to regular TCP is also guaranteed.
MPTCP has been effectively applied in both mobile devices
and data center cases. According to measurements focusing
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on mobile device connection handover, the result illustrates
a smooth and seamless handover with MPTCP [21]; con-
trolled by the congestion control and path selection me-
chanism, MPTCP has also been proven to give improved
throughput and better fairness in data center networks [22].

According to the multihomed development trend of ter-
minals, we design MP-DETCP, including support for a
multipath network on the basis of DETCP, and we expect
it can facilitate VLC deployment and be used in combina-
tion with other links in heterogeneous networks.

A. Design Goals

MP-DETCP’s purpose is clear: it allows a single TCP con-
nection to transmit data packets on several available
“bidirectional links” between local and remote endpoints,
which is the multipath work defined by MPTCP. In VLC
heterogeneous networks, the “bidirectional links” fall into
two basic categories: the actual bidirectional link and the hy-
brid transmission link combined from a unidirectional link
such as VLC and a complementary link. Therefore, the
objective of MP-DETCP is to perform both multipath and
decoupling work on heterogeneous networks, which may
contain unidirectional and bidirectional links. Figure 6
provides an illustration of MP-DETCP link architecture.

B. Design Overview

The initiation of MP-DETCP connection proceeds
in three stages: masterflow establishment, address infor-
mation exchange, and additional establishment.

.

Masterflow Downlink——»

Subflow1 Uplink
SubflowT Downlink
Subflow2 Uplink
Subflow2 Downlink

Fig. 6. MP-DETCP link architecture consisting of a masterflow and
two subflows. Dotted lines represent that data transmission in this
direction is blocked due to the link’s unidirectional characteristic.
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Fig. 7. MP-DETCP connection establishment with three-way
handshake.

1) Masterflow Establishment: Before masterflow estab-
lishment starts, the setup information in the configuration
files would indicate the direction property of the master-
flow (either bidirectional or unidirectional). Ifit is unidirec-
tional, the complementary link’s addresses are also needed
to be configured, and the two links will jointly carry the
masterflow.

The decoupling operation to perform unidirectional mas-
terflow establishment is similar to operation in a DETCP
connection. CPT_ADDR option is also required to inform
the remote host of a complementary link address, while
the MP_CAPABLE option would ensure the support of
hosts to MP-DETCP and initialize the multipath manage-
ment module. The three-way handshake is shown in Fig. 7.

2) Address Information Exchange: With CPT_ADDR,
both sides of the conversation have obtained the pertinent
information of the masterflow. Next, the information of
additional alternative addresses will be exchanged to pre-
pare for the subflow establishment. Packets with the
ADD_ADDR option will be sent to inform the remote host
of additional addresses and their direction. After the infor-
mation exchange ends, both sides of the connection will
generate two tables containing all address information,
as shown in Tables I and II.

3) Additional Establishment: According to address infor-
mation tables, a client will combine a local address with a
remote address to form an address pair, and their direc-
tions will confine the matchmaking process and decide
the direction of the subflow. The mapping relationship is
shown in Table III.

TABLE 1
LocaL ADDRESSES INFORMATION

Address ID IP Address  Direction Property

1 192.168.1.1 Out Masterflow Uplink
2 192.168.1.2 In Masterflow Downlink
3 192.168.1.3 Out Subflow

4 192.168.1.4 In Subflow

5 192.168.1.5 Subflow

Two-Way
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TABLE II
REMOTE ADDRESSES INFORMATION”
Address ID IP Address Direction Property
1 192.168.1.6 In Masterflow Uplink
2 192.168.1.7 Out Masterflow Downlink
3 192.168.1.8 In Subflow
4 192.168.1.9 Out Subflow
5 192.168.1.10 Subflow

Two-Way

“Direction is interfaces’ direction. “Out” refers to the direction from
local host to remote host; “In” refers to the direction from remote
host to local host; “Two-Way” indicates that the interface is
bidirectionality. The property is used to record if this address
has been used by master uplink or downlink.

TABLE III
DireCTION MAPPING RELATIONSHIP

Local Address Remote Address Whether to Subflow

Direction Direction Build Subflow Direction
Out Out No /
Out In Yes Out
Out Two-Way Yes Out
In Out Yes In
In In No /
In Two-Way Yes In
Two-Way Out Yes In
Two-Way In Yes Out
Two-Way Two-Way Yes Two-Way

Because there are three different cases (“Out,” “In,”
“Two-Way”) in regard to the subflows’ directions, establish-
ment of the subflow is divided into two categories:

1) Link’s direction is “Out” or “T'wo-Way” for client (shown
in Fig. 8)
a) SYN (client to server): the subflow link.
b) SYN/ACK (server to client): the masterflow
downlink.
¢) ACK (client to server): the subflow link.

\SubﬁoW
SYN Bl "I
rflow pownlink__——

MasTE AN/ACK

et
\Subf/oW

Fig. 8. MP-DETCP subflow establishment with four-way hand-
shake when link’s direction is “Out” or “T'wo-Way” for client.
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\Masterf/OW
SYN

Uplink

B,
rflow pownlink__——

Mastes\( N/ACK

Fig. 9. MP-DETCP subflow establishment with four-way hand-
shake when link’s direction is “In” for client.

d) ACK (server to client): the masterflow downlink.
2) Link’s direction is “In” for client (shown in Fig. 9)
a) SYN (client to server): the masterflow uplink.
b) SYN/ACK (server to client): the masterflow
downlink.
¢) ACK (client to server): the masterflow uplink.
d) ACK (server to client): the subflow link.

Through the four-way handshake, connectivity of the
subflow link is proved, and the subflow is completely estab-
lished. However, for unidirectional subflow, a complemen-
tary subflow is required before it starts transferring data
packets. At present, the pairing mechanism implemented
in our kernel is to search for the unpaired opposite link
simply by path index. In future work, we will investigate
the performance of different link combinations and explore
the best combination of various application scenarios. This
work will provide guidance about how to design a high-
performing, adaptable, and flexible pairing mechanism.
After finishing the pairing work, the bidirectional link consist-
ing of two subflows will begin its formal data transmission.
The later process including data transfer and connection close
is similar to the contents described in Section III, so we will
not reiterate it here.

V. EVALUATION

In this section, we implemented DETCP and MP-
DETCP in a Linux kernel, and several experiments are
performed to evaluate our new protocol in a VLC hybrid
network. The network topology is shown in Figs. 11 and
12. DETCP is evaluated on the hybrid system combinations
of a VLC and Ethernet link. A 20 M unidirectional VLC
link serves as the downlink, and a 100 M Ethernet link
is set to the uplink. The capacities of all access links con-
necting to the router and VLC system are set to 100 Mbps.
The settings ensure transmission of the VLC link will not
be restricted by access links under normal circumstances.
To test MP-DETCP, the first testbed is slightly modified to
add another 100 M Ethernet link, so that the system is
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Fig. 10. Our transmission system in practical experiments.

guaranteed to have two bidirectional transmission links:
one is a VLC hybrid link, and the other is an Ethernet link.
Figure 10 shows the transmission system in practical
experiments.

In this hybrid system, a medium-sized file is transferred
from the server to client, so data packet transmission is
largely completed on the downlink, and the main function
of the uplink is to transfer ACK packets. Therefore, the uti-
lization ratio of the bandwidth is defined as the ratio of
downlink throughputs to the downlink bandwidth, which
is an important indicator of transmission performance.
Packet transmission direction is indicated by the arrows
in Figs. 11 and 12.

Our experiments are divided into three parts. The first
experiment is used to test the DETCP’s availability for
combinations of VLC downlink and Ethernet uplink.
Then, in the second experiment, we test the robustness
through experiments under various harsh conditions and
analyze the influence of these factors to the DETCP’s
performance. Finally, we compare the DETCP and MP-
DETCP’s performance under different link conditions.

Link A Link C

Client

Server

Fig. 11. Network topology for DETCP experiments. Upper link is
the complementary uplink; lower link is the VLC downlink.
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Link C Link F
) Router 2 )
Link B ==== Link E
Router 1
Link A Link D
Client VLC Server
System

Fig. 12. Network topology for MP-DETCP experiments. Link A
and Link D comprise VLC downlink, and Link B together with
Link E comprise the complementary uplink. Besides, Link C
and Link F compose the Ethernet subflow.

A. Availability Testing

First, we want to verify whether DETCP can effectively
use the available bandwidth in a high-speed hybrid envi-
ronment. Besides, in order to check the DETCP’s tolerance
of poor complementary link performance, we configured
the client’s uplink interface to drop a percentage of the
packets randomly.

As shown in Fig. 13, DETCP achieves a highly stable and
efficient transmission in a VLC hybrid system without
packet loss. In this scenario, the utilization ratio of the
bandwidth reaches 95%, and the result demonstrates that
DETCP is effective for hybrid system traffic control. When
there are packet losses, the goodput of DETCP remains sta-
ble with packet loss ratios of 0.5%, 1.0%, or 2.0%, and the
utilization ratio of the bandwidth can still reach over 92%.
Only when the packet loss ratio reaches over 5%, the per-
formance of DETCP is influenced to a large extent. The
measurements indicate that DETCP’s tolerance of a com-
plementary link is considerable, and overall system perfor-
mance will not be appreciably affected by the slight decline
in complementary link performance.

20

18

16

14

Average Goodput (Mbps)

12

10
0% 0.5% 1.0% 2.0% 5.0% 10.0%

Packet Loss Ratio

Fig. 13.
ratios.

Average throughputs under different uplink packet loss
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B. Performance Influence Factors

To perform thorough robustness testing on the DETCP of
the VLC hybrid system, we set some harsh transmission
environments such as packet loss, delay, and packet reor-
der. Different from settings in the previous section, we con-
figured the downlink’s downlink interface to set up. Some
analyses are followed on these factors and their influence
on system performance.

At first, an issue that influences DETCP performance is
packet loss. We configured the interface to randomly drop
some packets and varied the loss rate from 0% to 4% on the
VLC downlink. As seen in Fig. 14, the average throughput
of a connection is affected by the packet losses, and it de-
creases approximately linearly as the packet loss ratio
rises. Another important phenomenon that occurs is that,
when packet loss is high, variance of repeated measures
enlarges, and the average transmission rate becomes
unstable.

Another significant factor that affects DETCP is delay.
We insert an additional transmission delay from 0 to
100 ms on the VLC link. Figure 15 shows the average
throughput of the whole system. When the delay is low
(less than 20 ms), the throughput remains stable, and
bandwidth is fully utilized. When the delay rises to
50 ms, the average throughput falls slightly. Further, the
average throughput drops by more than 35% when the
delay reaches 100 ms, and packet transmission becomes
unstable in our observation.

Packet reorder is the last factor that we analyze. Reorder
is realized in our experiments with settings as follows: part
of the packets will be delayed in transit, while the other
packets are transmitted with no delay. Therefore, the num-
ber of reorder packets and the delay are controlled through
configuration. Figure 16 shows the impact of packet reor-
der on performance with different percentages of reorder
packets. In all cases, there appears downward trends in
the average throughput. However, there are also signifi-
cant differences on the variation amplitude. When the
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Fig. 14. Average throughputs under different downlink packet
loss ratios.
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Fig. 16. Average throughput comparison under different down-
link packet reorder situations.

percentage is 5%, the throughput just decreases slightly
when delay reaches 10 ms. But when it comes to 10% or
20%, throughput drops rapidly when transmission delay
rises. From Fig. 16, the throughput with 5% reorder packets
and 10 ms delay is approximately equal to the throughput
with 10% reorder packets and 5 ms delay or with 20% reor-
der packets and 2 ms delay. Consequently, it is essential for
the system to control both the number of reorder packets
and the delay, in order to maintain stable and efficient trans-
mission. When the VL.C downlink performance deteriorates
significantly, for systems in which uplink is bidirectional
such as fiber or Wi-Fi, we consider falling back to single-
path standard TCP running on the uplink. This might be
an effective solution to improve system robustness when
the VLC downlink suffers serious performance degradation.

C. Performance Comparison

One of the main goals of multipath work is to improve
throughput. In this experiment, we examine the throughput
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Fig. 17. Average throughput comparison between DETCP and
MP-DETCP under different downlink packet loss ratios.

of a MP-DETCP transmission system and compare it with
throughput of DETCP in the same link conditions. We record
the measurement results when loss ratio of a VLC downlink
varies from 0% to 4%. The results, shown in Fig. 17, indicate
that, although VLC link’s throughput is slightly below that
of DETCP, a high-bandwidth utilization is still achieved by
MP-DETCP. When data are transmitted without packet
loss, the total throughput reaches nearly 115 Mbps, which
confirms that the MP-DETCP is capable of providing aggre-
gate bandwidth effectively. As packet loss increases,
throughput of the VLC link declines dramatically; mean-
while, throughput of Ethernet link also experiences a slight
dip, but the total throughput still maintains a relative high
level. It means that, when the VLC link is severely disrupted
or blocked, data transmission can still be efficiently
completed on the other link.

VI. ConcLusioN AND FuTure WoRK

To solve the problem of transmission of a VLC system,
we propose a DETCP protocol to realize decoupling
of the bidirectional transmission. On this basis, MP-
DETCP is designed to further improve performance of
the VLC hybrid system. Our implementation based on
the Linux kernel has withstood the tests of availability
and robustness in a VLC hybrid network, and the ex-
perimental results demonstrate that decoupled transmis-
sion is performed efficiently under control of DETCP and
MP-DETCP.

Our new protocols provide several research points. The
combination of physical links deserves further study to ex-
plore potential link pairs with outstanding performance.
Besides, path asymmetry of a network may cause TCP per-
formance problems [25], so some modules of TCP such as
congestion control [26] can be improved to better accommo-
date decoupled transmission in a VLC hybrid network.
In future work, we plan to investigate these issues to
achieve performance enhancement of our protocols.
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